tutor

stcp-marshallowen-6a

SPSS workbook
for New Statistics Tutors

(Based on SPSS Versions 21 and 22)

This workbook is aimed as a learning aid for new statistics tutors
in mathematics support centres

Contents
Lﬂ!ﬂ: © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,
www.statstutor.ac.uk University of Sheffield

Page 1 of 61



GO IS, et teeee ittt s ettt ettt ee et et e e e e e e eeeeee e e e e eeseeeeeeee e e e e e e eeaeeeeneesanteeeneseneerrn e srrer et terrttsrrtesrrnterrrntss 2

Data sets used in this DOOKIEt........cuuiiiiiiiiiisiiieiseseee e 3
Getting Started N SPSS .. .. it s st e et st a st s e e 4
Opening an EXCel fil@ in SPSS.. . . ittt ittt 4
TEANIC At eeeeiiee ittt e s s et r s 6
LabEIlING VAIUES. .. ceeiiiiiie ettt st s st e e s se s 7
Summarising categorical data.......uueeiiiiiiiiiiei s 9
OULPUL TN SPSS...eeiiiiiieeeii ittt ettt s sttt s sttt e s e e s s e 9
Research question 1: Were wealthy people more likely to survive on the Titanic? ..........ccccevsieicieeeieeieeieriiisiiieeeeee, 9
Bl CNaItS. . ittt e ettt a st e sttt sttt et se s e s 10
Tidying UP @ bar Chart. . e r s 10
Chi-SQUAred £ESt. . ettt e et s e s e e s e e s e s s e s 13
Assumptions for the Chi-squared test.......ueeuueeiiisiiiiiie i se e e s 14
AdJUSEING VariableS. ... i s e 15
Reducing the number of Categories. ....uuueiuiiiiiiiiiiis i 15
Changing continuous to categorical variables...........ccueeiiiiiiiiiiiiiiiiisiicseeccseieese e 15
Summary statistics and graphs for continUOUS data........ecueeiiiiiiiiiiiisieieeieeses e, 17
Exercise 5: Weight before the diet by gender.........ccceueiiiiiiiiiiiiiiiiiiseeiescii e 19
Research question 2: Which of three diets was best? ........cc.ccecueiiiiiiiiiiiiiiiiiiiiiiiicsecscecsecscs e, 20
Calculations USING Variables ....c..eeiieeeiieie ittt s e s s s s 20
Producing tables in SPSS.......ueiiiiiiiiiee et s et s e s e e s 21
BOXDIOES. ettt et st e et r st e st e s et e 21
ConfidenCe INEEIVAIS. .. cccueiiiiiiiieeses ettt s s 23
Confidence INTerval PIOt.....uuu ettt s s se 24
ANOVA (ANalySis Of VAriaNCe). . eeuieiiieieieiiise ettt et s 26
AsSUMPEONS FOr ANOV AL ...eeeiee ittt ettt ettt ettt ettt ettt st e et e s 29
Normality Of reSidUalS.....eeusueeiiiieiiiiiiiiie ittt ettt 29
Checking the assumption of NOrMAlItY ...c.eeeseiiiiiiiiiisiiiieiiseeseeeeee s 31
REPOMNG ANOVA. ...ttt et sttt st sit et et st s e st e s e st e e 31
Summarising the effect of two categorical variables on one independent variable .............ccccceeceeiiiieennnenneeee. 33
TWO WAY ANOVA. ...t e ettt ettt ettt e ettt et ettt ettt ieeeseeeeeeeeeeeeeeeeteees 34
SPIHNG @ il .eeeeiiiiiiiisies s se s 35
SV, ittt e e et et i ettt i st e e ettt e e s e st e e et st e e s e 37
NoNn-parametric £eSES. .uuuiiuiieiiiiiiiiee it e e it 37
KPUSKAI-WallIS ..eeeeiseeeiieie ittt s ettt sttt st eese e e st e e st e esai et esaite e e s e esaneeeenaes 38
Research question 3: Does Margarine X reduce cholesterol?........ccuueiieiiieiiiiiiiiecieescseceeceeee s 39
Repeated MeasuresS ANOVA. .. ....eiiii ettt ettt st se e st es e s et e 39
OO
@CJBIMLJ © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,
www.statstutor.ac.uk University of Sheffield

Page 2 of 61



F OO LSt .. ittt ittt ettt ettt e et e et et e see e eee e s eeeseeet et e e s eea e eeesee e eeese st eeese e eesbee b eeeereteeesreraneeserrnrnaeaees 43

If the assumption of normality has not been met or the data is ordinal, the Friedman test can be used instead of
repeated MEaSUIES ANV A. oottt ettt eeeeeteeeteteeeeeseess et eseteesssssssesssss s eseeetessssteressssnssssnaasesessssseeeeees 43
The Friedman test ranks each person’s score and bases the test on the sum of ranks for each column. This example

uses data from a taste test where each participant tries three cola’s and gives each a score out of 10. For each

participant, their three scores are ranked. e.g. Participant 1 rated Cola 1 the highest, then Cola 2 and Cola 3 last, so

their ranks are 1, 2 and 3 for Cola 1, Cola 2 and Cola 3 reSPeChiVelY. . uuuuu it eeiii e seeieaiseeeiessaseeeeeeanans 43
As the raw data is ranked to carry out the test, the Friedman test can also be used for data which is already ranked.
So if the participants had not scored the cola’s but just ranked them 1 — 3, the Friedman test can also be used........ 43
Research guestion 4: Rating different methods of explaining @ medical CONAITION. .. iiiuuuiiiiiiiiiiiiiiiieeeeiesneieeieennaeeees 43
Research question 5: Factors affecting birth weight of babies. .. ....uieeiiiiiiiiiiiiiiiiiiiiiie et eisieeeeeeeeeeeeeeeees 44
AT O D Ot S, ittt ittt i ittt et ettt eeeettt e eeeess e eeeesaeeeeeaheeeeeesa e eeseehaeeeeshaa e eeetaan e eeestaaaeeseesannteeteatteetranasaserees 45
COTT AT 0N . sttt ittt i ettt e e e ittt e e eeeess e eeetes e eeeeaseeeeeae e e e e e e e e e e e eb e ee et e ah e eeesaaa e eeeteanieeetaabaesetrbnneeetrrnnntans 45
............................................................................................................................................................................. 46
RO T S S 0N . s sttt ittt tit ettt sttt e et e e et e e et e e e e e st e e et e e et e et e e e eeeaese b eeseteeenn e tea e ean et rh et e terrnterrneerreeranatas 47
...................................................................................................................................................................................... 48
DUMMY Variables @N0 INTOra Ot O S, i et iiiiut st iiiett s ts ittt eeeteesseesseesaseeesesssstestsssasessssssastessssssssaesessnnssseeessnsssaaes 49
IVIU T CO I @A T Ty . ettt ettt et ettt ettt et eeeeeeeesseee et et eeeeeeeeeeseseeeee st eeeeeeeseessesesessess s aneeeesessssereressssnnnnnn 49
IMIOA O] SOl C IO . ettt ei ettt ittt ettt e e e ettt eesseee et ee e e eeeeseseeeseeeees et eeeseseeessesesesssessns e eeeeetassssserssrssssennnns 50
KoY eIy n (ol =Y = TN (0] o VOTT TR T T T T T T T T T T T T TR TP TP TR 51

Lﬂ!ﬂ: © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,

www.statstutor.ac.uk University of Sheffield
Page 3 of 61



Data sets used in this booklet
All the data needed for this booklet is contained in the Excel file

‘Data_for_tutor_training_SPSS_workbook’.

You will need to save this file on your computer in order to use it.

(] save As [S=5==]
@‘Ovl- « Documents » Work b Trammg files —— ~| 44 || sea raining file e
Orga;lze = New folder . = - €
Documents library Eoldar =
Favorites 2 T olde E
Bl Desktop 1R
¢ Downloads : [
<= Recent Places
¥ Dropbox
Libraries
*. Documents
o. Music
it - {11 »
File name: all_data_for_tutor training workbook -
Save as type: | Excel 97-2003 Workbook ~|
ors: Brigitte ags: Add a tag
Save Thumbnail
-~ Hide Folders Tools = Save Cancel
Datasets:
Dataset Description
Titanic List of 1309 passengers on board the Titanic when it sank and details about
them such as gender, whether they survived, class etc
Diet 78 people were put on one of three diets with the goal being to determine
which diet was best.
Birthweight Details for a number of babies and their parents such as weight and length of

babies at birth and weight and height of mother.

Birthweight reduced

This is a reduced set of the above data set. It's used to demonstrate
correlation and regression instead of the main set so that graphs are clearer.

Cholesterol Study investigating whether a certain brand of margarine reduces cholesterol
over 3 time points.
Video This study had 4 methods for explaining a certain condition and wished to

find out which method people preferred.
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Getting started in SPSS?

SPSS is similar to Excel but it’s easier to produce charts and carry out analysis. To open SPSS versions 21 or
22 you would typically select ‘IBM SPSS statistics’ from ‘All programs’. Before SPSS opens for the first time,
an additional screen will probably appear as shown below. You can open a dataset from this screen but in
Version 21 it’s easiest to just select ‘Type in data’ every time. Data can be opened after SPSS is opened.

Version 20 - 21:

¥ 18M PSS Seatit
o

IBM SPSS Statistics

‘What would you like to do?

@ (] Open an existing data source

© Run the tutorial

[(——— ]

@ © Open another type of file © Run an existing query

O create new guery
using Database
Wizard

[”] Don't show this dialog in the future

version 22, select ‘New
Dataset’ and ‘OK’.

&8 Untitled1 [DataSet0] - IBM SPSS Stati
File Edt View Data Transform

,‘...f —— -
_IBM SPSS Statistics 22 p—— o —

| P B el ]
SH & %% [ 1M sPss Statistics
Pl B
Q ‘ | New Files: What's New:
'p:l = var || var || v (@ New Dataset
= [ o N el o] P Get Ready for Presentation
I#‘I 1 (3 New Database Query...
> Mark important values in ;
TS A Recent Files: tables directly from &
—— 3 _' ..tarted in spss mini.sav @ procedure dialogs and R
L F CSetti 4 [=1 Open another file... automate common edits 5 H
= to your output document. A =T
5 i il !
! o 6
7
|
%{-_ e 8 Modules and Programmability-
- d Learn more about the IBM SPSS Statistics
=tk 10 ﬂ modules and IBM SPSS Regression
11 programmbility extensions |/BM SPSS Advanced Statistics
=i IBM SPSS Exact Tests
12 IBM SPSS Categories
13 Show: |Installed - IEM §E§§ Iﬂissin_g Values
= =l
—_ 14 Tutorials:
| #S i0 FPr i) Learn how to use Introduction
i SPSS Statisticsto | Reading Data
17 get the results you Using the Data Editor
SecTeacFr g Sn Examining Summary Statistics for Individual \

ifleo

Crosstabulation Tables
El

[

Data View W [7] Don't show this dialog in the future ok | E
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Example of data sheet in SPSS
£3 “Untitied [DataSet2) - [BM SPSS Statistcs Data Edrtor_ I

File Edt View Data

Transform  Analyze

Direct Marketing

Graphs

Utilities

Add-ons

Window  Help

SHEe W e~ Bl H N EOE 3

16:

Age
Individual
1 John Smith
2 Mary Brown
3 Adam Jones
4 Jane Robertson

Sex
Male
Female
Male
Female

Age MaritalStatus
24 Single
35 Married
42 Divorced
29 Divorced

Children

Income

Smoking
25000 Never smoked
45000 Current smoker
40000 Former smoker
42000 Mever smoked

Opening an Excel file in SPSS

Important note: There must be only one row with headings in for SPSS to open an Excel file correctly.

“ Home Insert Page Layout Formulas Data Review View Developer add-ns
h: —t;::r Calibri -|12 “. AN T mm ?; ?’lw\-ap Test -Gm:ral rﬂl _‘Jd -ﬁ ':;m
Pt romatpainter| B 4 U | H- O A- EE B FE SHMegeacenter - B0 0 | B0 Ft;m:ln;raal LEcmat. Stsleellv Insert
Clipboard Font Alignment Number Styles
E10 - £
A B C D E F G

1 Individual Sex Age |Marital status |No of Children |Income |Smoking

2 John Smith Male (24 |Single 0 £25,000 |Never smoked

3 Mary Brown [Female|35 [Married 3 £45,000 [Current smoker
4 Adam Jones Male |42 |Divorced 1 £40,000 |Former smoker

5 Jane Robertson|Female|29 |Divorced 0 £42,000 |Never smoked

QOO0
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To open any file in SPSS, select File ¢ Open ¢ Data. Here we are opening the ‘Titanic’ data which is
currently in Excel. Note: The Excel must not be open on your computer.

EEEEDIOIOEEWEE o — -
File =it — i — . e i— — ._I_. i — i — o
S — | | Training files v 4 | A R 55 =
Lo ] ata_for_tutor training workbook xls
e Co=t =
E=E =m==xa T=>=t
e =—
- =
e === /1
. =——rt Tt ¢
=k Fil= =
PR z;:.;?iec:-: el |a|l_data_f0r_tut0rtraining workbook xls | [
E —=che=e =t ¥pPeo |Excel (*.xls, "xlsx, * xlsm) v| [
e =to Froese - SPSS Statistics Compressed (*.zsav) [
) i SPSSIPC+ (*.sys)
S Snocftein = Systat (*.syd, *.sys) [
s, it Precis Portable (*.por)
., —eiret — |Excel (* xls, * xlsx, *.xlsm)
SPSS only opens one sheet of data Lotus (*.w*)

Tl %~

at a time so select the required
sheet containing the Titanic data.

-

£3 Opening Excel Data Source

— - —— i

C:Wsers\Chetna\Documents\WorkiTraining files\all_data_for_tutor training workbook xds |

¥ Read vanable names from the first row of data ] |
i Worksheet  Titanic [A1:51310] -

f Range: | | |
Maximum width for string columns: |32]"ET | |

o) (oot b |
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Titanic data

The ship ‘The Titanic’ sank in 1914 along with most of its’ passengers and crew. The data set that we have
contains information on 1309 passengers.

The Titanic data: Details for passengers travelling on the Titanic when it sank:

Abbing, Anthony 0 USA 42 0 0 7.55
Abbott, Rosa 1 USA 35 1 1 20.25
Abelseth, Karen 1 UK 16 0 0 7.65

olocle
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There are two sheets for each dataset. The ‘Data View’ sheet is where the numbers are entered and the
‘Variable View’ sheet is where the variables are named and defined. The option to choose between Data
and Variable View is in the bottom left hand corner. For data in categories, type numbers in the Data View
sheet and then label the numbers in ‘Variable View’.

File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help
19 ® *
[ V)

SHe 0 e~ BLFE A B
[

‘VIS\D\E. 19 of 19 Variables

| pclass sunived | Residence name || s8X H age H sibsp || parch ‘| ticket || fare || cabin
‘ 1 3 0 0/ Abbing. Mr. Anthany male 42 0 0 C.A. 5547 7.55 ;
‘ 2 3 0 0 Abbott, Master. Eugene Joseph male 13 0 2 CA 2673 2025
‘ 3 3 0 0 Abbott, Mr. Rossmore Edward male 16 1 1CA 2673 2025
4 3 1 0 Abbott, Mrs. Stanton (Rosa Hunt) female 35 1 1 CA 2673 2025
5 3 1 2 Abelseth, Miss. Karen Marie female 16 0 0 348125 765
6 3 1 0 Abelseth, Mr. Olaus Jorgensen male 25 0 0348122 7.65 F G63
7 2 0 2 Abelson, Mr. Samuel male 30 1 0 P/PP 3381 2400
2 1 2 Abelson, Mrs. Samuel (Hannah Wizosky) female 28 1 0 P/PP 3381 24 00
9 3 1 2 Abrahamsson, Mr. Abraham August Johannes male 20 0 0 SOTON/O2 310... 793
10 3 1 2 Abrahim, Mrs_ Joseph (Sophie Halaut Easu) female 18 0 02657 723
" 3 0 2 Adahl, Mr. Mauritz Nils Martin male 30 0 0 C 7076 725
12 3 0 1 Adams, Mr. John male 26 0 0341826 8.05
13 3 0 2 Ahlin, Mrs_ Johan (Johanna Persdotter Larsson) female 40 1 07546 948
14 3 1 1 Aks, Master. Philip Frank male 1 0 13920901 9.35
15 3 1 2 Aks, Mrs. Sam (Leah Rosen) female 18 0 1392091 935
16 3 1 2 Albimona, Mr. Nassef Cassem male 26 0 0 2699 18.79
17 2 0 0 Aldwaorth, Mr. Charles Augustus male 30 0 0 248744 13.00
18 3 0 1 Alexander, Mr. William male 26 0 03474 789
19 3 0 2 Alhomaki, Mr. llmari Rudolf male 20 0 0 SOTON/O2 310... 793
20 3 0 2 Ali, Mr. Ahmed male 24 0 0/SOTON/O.Q. 3. 706
21 3 0 2 Ali, Mr. William male 25 0 0 SOTON/O.Q. 3... 7.05
% 1 1 0 Allen, Miss. Elisabeth Walton female 29 0 0 24160 21134 B5 E
s — IFl
Data viw | arate i
e . 9 @ o
= @ 09/10/2014
e e B e S
File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons  Wir
=11 e~ g, cEEE N
I MName ” Type || Width " Decimals || Label
1 pclass Mumeric " 0
2 survived Mumeric 11 0
3 Residence Mumeric 11 a
4 name String 82 o
5 sex String 6 a
6 age Mumeric " 0
7 sibsp Mumeric 1 a Mumber of siblings/ spouces on bo
8 parch Mumeric " 0
9 tickat String 18 ]
10 fare Mumeric 11 2
" cabin String 15 0
12 embarked String 1 a
13 boat String 7 0
14 body String 3 a
15 home._dest String g0 a
16 Gender Humeric 1" a
17 Nsibsp Mumeric 1 a
18 ParentChild Mumeric 1" a
19 Alone Mumeric 11 a
NS D
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Labelling values

It is best to have your categories coded as numbers for analysis in SPSS but for your output, people need to
know what the numbers mean. Go to the ‘Values’ column in ‘Variable View’, let the mouse hover until you
see a blue square. Clicking the square gives the ‘Value labels’ box. In the value box, put the number and
the label for that number in the label box. Click on ‘Add’ after each label and ‘Ok’ when finished.

R s Dot 5 St Do o T T
File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help
Sl ~BLAM H BE B 2% %
| Name H Type " Width " Decimals " Label ‘l Values " Missing H Columns H i H Measure H Role

1 pelass Numeric 11 0 None None = & Nominal N Input =

2 survived Numeric 1 0 Q None & Nominal N Input

3 Residence Numeric 1 n Nana Mona & Nominal N Input

4 name String 82 = & Nominal N Input

5 sex String 6 & Nominal N Input

6 age Numeric 1 & Scale N Input

7 sibsp Numeric 1 & Mominal N Input

8 parch Mumeric 1 g & Nominal N Input

9 ticket String 18 & Nominal N Input

10 fare Numeric 1 1 ="Surnvived™ & Scale N Input

1 cabin String 15 & Nominal N Input

12 embarked String 1 3 & Mominal N Input

13 boat String 7 ie & Nominal N Input

14 body String 3 & Nominal N Input

15 home.dest  String 50 e & Nominal N Input

16 Gender Numeric 11 & Nominal N Input

17 Nsibsp Numeric 1 & Mominal N Input

18 ParentChild  Numeric 11 0 Mone None & Nominal N Input

19 Alone Numeric " 0 None None & Nominal N Input

20

21

22

23

24 ||

nc Il

&1 Ir]
(Bstten | varabo v
| IBM SPSS Statistics Processor is ready | \ | | \
— =
4 E 3 @ j i ﬂ T 09/10/2014

Also, when using secondary data, watch for odd values, such as -99 indicating a missing value. These can
be identified in the missing column so they are not taken into account in any analysis.

=151 i Missing values . '_)_(J
oms  Window  Help
e, . T T No missing values
E ﬁ e :] md @ ‘ % (@) Discrete missing values
Values Mizsing Columins Align Meagure Rale
None ms 3 Right il Ordinal S Inpant - lvggl ” l I |
None Mane 8 = Right & Scale S Input (© Range plus one optional discrete missing value
Nona Mong g 3 Right & Nominal N Input \
None Mone g W Right & Scale S Input
Neng Mane g W Right &b Mominal S Input
Nona Mane [

3 Right & Scale S Input | oK. I Cancel | Help. ]
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File Edit View Data Transform Analyze DirectMarketing Graphs Utilities Add-ons Window Help
R Y .
SIS e~ Bl HE R B o9
MName Type Width Decimals Label Values Missing Columns Align
1 pclass Mumeric 11 l:l Class Mone Mone 11 = Right oo N
2 survived Mumeric 11 0 Mone Mone 11 Right o N
3 Residence Mumeric 11 0 Country of residence Mone Mone 11 Right o N
4 name String g2 0 Mame of passenger MNane MNane 50 Left o N
5 SeX String 6 0 Gender MNane MNane 6 Left &M
6 age Mumeric 11 0 MNane MNane 1 Right &5
T sibsp MNumeric 11 0 Mumber of siblings/ spo__. MNone Mone 11 Right & N
8 parch MNumeric 11 0 Mumber of parents/ child___ Mone Mone 11 Right &a N
9 ticket String 15 0 Ticket number Mone Mone 18 Left &a N
10 fare Mumeric 11 2 Price of ticket Mone Mone 11 Right &5
11 cabin String 15 0 Mone Mone 18 Left aa N
12 embarked String 1 0 Mone Mone 1 Left o N
13 boat String 0 None Naone 7 = Left o N
14 body String 3 0 None MNone 3 = Left &M
15 home.dest String 50 0 None MNone 50 = Left &M
1R Gandar Mimarie 11 n Neana MNana 11 = Rinht Lo

Note: There are two variables for gender. ‘Sex’ is a string variable (words) whereas ‘Gender’ has 0 for
males and 1 for females so should be used during analysis.

Variable Value 0 1 2
Gender Male Female

Survived Died Survived

Country of residence America Britain Other

Once the data is in SPSS, save the SPSS data file using File ¢ Save as. Save again after making changes to
the data.
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Summarising categorical data

The simplest way to summarise a single categorical variable is by using frequencies or percentages.

Analyse ¢ Descriptive statistics C Frequencies

iditor ———— .
Crirect Marketimng =

port=s

=s=criptive Statistics

[=3]

o |

my |

ence [Residence]
ger [name]

(W1]
as
hall

al

my

Egsf spouces [sibsp]

,:1
i
{
t
{
1
{
{
'

mulatior. ..
ality CTontral

Output in SPSS

Charts, tables and analysis appear in a separate ‘output’ window in SPSS. The output window is brought to
the front of the screen when analysis/ charts etc are requested. The left hand column shows all of the

output produced in that session. The output file has to be saved separately to the data file.
T 000 s e lol8] = |

@ *Output1 [Document1] - IBM SPSS Statistics Viewer

File Edt View Data Transform Insert Format Ana\y'Le Direct Marketing  Graphs  Utiities  Add-ons  Window  Help

SHERVH - » FRLIA G ER =2 H ¢ += Bl 502

n
g
Frequencies

GET
FILE="F:\Work\Titanic adjusted.sav'.

) Tite DATASET NAME DataSetl WINDOW=FRONT.
Notes FREQUENCIES VARIABLES=parch

Active Dataset
L statistics
L&l Number of parents/ children on

/ORDER=ANALYSIS.
Frequencies
[DataSetl] F:\Work\Titanic adjusted.sav

Statistics

Humber of parents/ children on board

N Valid 1309
Missing 0

Number of parents/ children on board
Frequency Percent Valid Percent Cumulative Percent

Valid 0 1002 765 65 765
1 170 130 13.0 895
2 113 88 86 982
+ 3 8 ] 5 988
4 6 5 992
5 6 5 5 99.7
6 2 2 2 998
9 2 2 2 1000

Total 1309 100.0 100.0

Ir
[H: 280, W: 953 pt.

IBM SPSS Statistics Processor is ready | |

EN L 3T

—

1257
10/10/2014

QOO0
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As SPSS produces a lot of output for analysis and you may produce several charts before you decide which
one is best, copying the output you require for your project and pasting into a Word document is

preferable.

Research question 1: Were wealthy people more likely to survive on the Titanic?
To break down survival by class, a cross tabulation or contingency table is needed. Percentages are usually

preferable to frequencies but remember to include counts for small sample sizes. Choose either row or

column percentages carefully.

Analyse ¢ Descriptive statistics ¢ Crosstabs

Row(s).
= &) Class [pclass]
|
]
of siblings or ... Columnis):
of parents an... &5 Sunived? [survived]
icket [fare]
Layer 1 of 1
2d
a5t
[Gender] hd
of accompan... =

lustered bar charts

; tables

(@0

www.statstutor.ac.uk

istics Data Editor

‘keting Sraphs LItili
»

listics »
»

[E=3 »

© Ellen Marshall, University of Sheffield
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Counts

ztest

[7] Compare column proportions

[”] Hide small counts

Percentages
¥l Row

[7] column
[7] Total

Residuals
[7] Unstandardized
[7] standardized

[7] Adjusted standardized

Moninteger Weights

© Round cell counts

© Round case weights

© Truncate cell counts © Truncate case weights

© Mo adjustments

[continue| [ cancet |[ Help |
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Bar Charts

Plotting graphs in SPSS is much easier than in Excel. All graphs can be accessed through
Graphs ¢ Legacy Dialogs
There is a chart builder option but the legacy dialogs options are more user friendly.
To display the information from the cross-tabulation graphically, use either a stacked or clustered bar
chart. Both of these can be accessed through

Graphs ¢ Legacy Dialogs ¢ Bar

Boars Represaenit

= Accd-on=s Wiriclic e ——— I @S oT cases =z
i Crarm . B e
l=r ... - Trther statistic (e g, me=nd
el T P P
o Template Chooser. . Nl |
alog= ChEanoe Statistic ...
Cateoorsy Ssciss
ol I &, Class [polas=s]
I D=eTines Stack=s b
male i - I e, Survived T [Sureived]
(S .
male 1 . — Pansl by
; e T F o=
: . @ m e ) Ao
male T o P -
rmale T T T ST S T
Hll Hes=t warisbles Cno ety
ol
(=]
B ri=e=t carimbles (no empty o
Ion= frorm:
Tidying up a bar chart

Double click on the chart to open an editing window.

e ML e T L. B L

- Ao ~ B 7 = = = A - -
i e Lo W]
Bar chart comparing death rates by class
Survived?
M pisa

H survived
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;ld @ @ e Egile Edit ‘View Options Elements  Help

oo EXYeABS B|LEY Ck@DL k!

I
+ — . h IE @ EJSansSerif ~  Auto - B I

=== ArH-
Hm | b bl Bl W
Granh
[ x| Bar chart comparing death rates by class
o | retioms | rouse | smm |l o] Suived?
=0
T
u: - 80.0%
cent -
50.0%

=

3
layed: 8
ES] J
it 40.0%"
wived? [survived)

sition Dizplay Options
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The font in graphs is usually small so adjust the axes titles
etc. Select each axis and change the font size to 12. The

axis titles and percentages displayed on the bars can also
be changed in this way.
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Inseart a title

Bar chart comparing survival within class
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Bar chart comparing survival within class

100%

850%™

B0%

40%

20%

survived

MDicd
B Survived

0%~

Cut

Copy

Copy Special...

Paste After

Create/Edit Autoscript...
Export...

Edit Content

summary

Do not include every possible chart and frequency.

Finally, give the chart a title and change the
label on the y axis from ‘Count’ to ‘Percentage’.

When finished, close the chart editor to
return to the main output window. Right
click on the chart in the output window,
copy and paste into word. Sometimes
you may need to select ‘Copy Special’ to
move charts.

Pasting as a picture enables easy resizing
of graphs/ output in Word.

It is clear from the bar chart that the

percentage of those dying increased as
class lowered. 38% of passengers in 1*
class died compared to 74% in 3™ class.

Tips to give students on reporting data

Think back to the key question of interest and answer this question.
Briefly talk about every chart and table you include.
Percentages should be rounded to whole numbers unless you are dealing with very small numbers e.g.

0.01%.
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Chi-squared test

Dependent variable: Categorical
Independent variable: Categorical

Uses: Tests the hypothesis that there is no relationship between two categorical variables.
A chi-squared test compares the observed frequencies from the data with frequencies which would be
expected if there was no relationship between the variables. A test statistic is calculated based on

differences between the observed and expected frequencies.

The Chi-squared test is found within the crosstabs menu.

Analyse ¢ Descriptive statistics ¢ Crosstabs

ii Crosstabs: Statistics x|
o [Chi-square Correlations
Torrirsal Orelinal

Contingency coefficient Gomema

Phi and Cramer's Somars' d

Lambxds Kendal's tau-t

Uncentainty coafficint Handalls tau-c

omirel by Irferval
=] Risk
MacHismar

Cochran's and Mantel Haenszel statistics

Displary cheslered bar charls

(o] (concet | o)

Suppress tables

(o () ) e e

mals
Chi-Square Tests
Asymp. Sig.
Value df (2-sided)

Pearson Chi-Square 127.859°2 2 .000
Likelihood Ratio 127.765 2 .000
Linear-by-Linear 127.709 1 .000
Assaociation
N of Valid Cases 1309

a. 0 cells (.0%) have expected countless than 5. The minimum
expected countis 105.81.
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Assumptions for the Chi-squared test

One of the assumptions for the chi-squared test is that at least 80% of the expected frequencies must be at
least 5. SPSS tells you if this is not the case under the Chi-squared output. If it’s possible, merge categories
with small frequencies and re-run the analysis if SPSS says that over 20% of cells are less than 5.
Alternatively, the Exact test could be used if the expected values are small for some categories. This needs
to be requested via the Exact menu within Crosstabs.
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Adjusting variables

Reducing the number of categories
Sometimes categories can be merged if not all the information is needed. For example, a common

summary is to calculate the percentage who agreed from a Likert scale i.e. % agree or strongly agree
compared to everything else.

~Use ‘re-code to different variables’ rather than ‘Re-code into same variables’ so that the re-coding

can be checked.

—If there are numerous variables to be recoded in the same way, transfer several variables at the
same time. Each variable needs an individual name though. Click change after each new name.

Here a new variable is created where 0 = 3™ class and 1 = 1% or 2™ class.

Transform ¢ Recode into different variables

Tranztorm  Ansdyze

Direct Maeketing  Graghs

#3 Recode into Different Variables

= Compute Variable..

[ Court Vahies wihin Cases..,
Shift Viahses,

& Recads into Same Varisbiss

| Recade into Differert Varisbles. .

5] Automatic Recode.

the re-coding is correct.

QOO0

www.statstutor.ac.uk

é‘. Sunived? [sundy -]
& name

o Sex[sex]

& Age [age]

&6 Murmber of Siblin
& MNumbér of parent I.L,
ol ticket

& Costofticke! [fare]
& cabin

& embarked

ok boal

oh body

&h home cest

& Gender [Gender] =

Mumeric Variable -» Oulpul Vaniable

lpd“l_r‘?

01 and New Values... |

L ¢
It | (optional case selecion condifion)

| [ Reset | [Cancat | [ Heip |

13 Recode into Different Variables: Okd and New Values

8 Value

2 | © System-missing
O System-missing O Copy old value(s)

O System- or user-missing
Old — Noaw:

1->1

O Range

%

L) Range, LOWEST Bwough value

O Range, value twough HIGHEST

Outp vanables are siings

O Al oher values B

[le Cangel Help

ey

Select ‘Continue’ and then ‘OK’ to produce the new variable. Then label 0 = 3™ class and 1 = 1 or 2" class
in the value label box in variable view. Finally do a cross-tabulation of the old and new variables to check

LId5s
1stor 2nd
3rd class class Total
Class 1st 0 323 323
2nd 0 277 277
3rd 704 0 704
Total 709 600 1304
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Changing continuous to categorical variables

Although it is not recommended as information is lost, continuous (scale) variables can be categorised.
Here we will create a new variable identifying children of 12 and under within the Titanic data set.

m-missing

- Or User-missing

=, LOWVWEST through walue:

1

2, value through HIGHEST:

et values

£l Recode into Dilferent Variables

Murheric Virksble <= Culput W arisble:

& polass E
iib survived

iy N

&:ex

;l_lhb.rrbetm siolrgs . |
& parch

@y heket

& tare

Ja Cabn

&y embarked

oy boat

& body

i hrome. dest

& Gender =

e . Child

—

M. |(optional case ssiection conction)

Cindd ynder 12

@ Yalue: |1|
System-missing
Copy old value(s)

Olef --= Mew:

A

|:| Cutput variables are strings

[

Go to variable view and label 0 as ‘Adult’ and 1 as ‘Child’.

£if Recode into Different ¥arlables: Old and New Yalues x|

bl Ve

© Yoo

1) System-mizzing
D) System- or user-missing
© FRonge:

(0 Riongs, LOWEST through vokae:

(@ Range, value through HIGHEST.
13 |

() Al pther vakues

B Wl

@ vere o ]

D) System-micsing
) Copy old vaue(s)

Ol - Nerwr,

Lowestthru 12 .= 1
A3 thru Highest = 0

Output varinbies ore strings

Use ‘Crosstabs’ for the old and new variable to check the re-coding is correct i.e. age vs Child to see all
those of 12 and under are classified as a child.

QOO0
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Cost of ticket

Summary statistics and graphs for continuous data
Did the cost of a ticket affect chances of survival on the Titanic?

Cost of ticket Survived?
Died Survived

Mean 23.35 49.36
Median 10.50 26.00
Standard Deviation 34.15 68.65
Interquartilerange 18.15 46.56
Minimum 0.00 0.00
Maximum 263.00 512.33

Boxplots shawing spread of ticket cost by survival Histograms comparing distributions of ticket cost by survival

600 5o
86 1051 400
*
500 1,052 856
i =]
o
o
200
4001
- 1004 "
g g
— o <
300 728 771 1,208 = 0 =
* 1 20041 213 @ 500 H
5523728 * 1,049 = 5
= sy 1,064
] 6030 400
200 6684 1,067 853
- w250 "
7 i; 75 1,167, %‘ﬂﬁﬁ 300 £
6017568 1,23583 18 :_
1001 gap”"1 3678739 121 a H
s socf, 360 ' a0 a
e oo
i
T T T 1 — T I T —l ..I
Died Survived 0 100 200 300 400 500 00
Survived? Cost of ticket

Diet data: The data set ‘diet’ contains information on 78 people who undertook 1 of three diets. There is
background information such as age and gender as well as weights before and after the diet.

Females = 0 Diet 1, 2 or 3
¥V Vv
Person gender Age Height preweight Diet weight10weeks
1 0 22 159 58 1 542
2 0 46 192 60 1 54.0
3 0 55 170 64 1 63.3
4 0 33 171 64 1 61.1
5 0 50 170 65 1 62.2
6 0 50 201 66 1 64.0
o 0 37 174 67 1 65.0
8 0 28 176 69 1 60.5
Weight before Weight after

Open the data set from Excel. Go into the Variable View and make sure that each variable is correctly
categorised e.g. nominal. Note: continuous is called ‘Scale’ in SPSS. It is important that variables are
correctly categorised as SPSS will only carry out some analysis on certain variable types.
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There are several ways to produce summary statistics and charts. This option uses ‘Explore” which contains
the most summary statistics to compare weight before the diet for males and females.

Analyse ¢ Descriptive statistics C Explore

Dependent List:

fge] .ﬁ} Weight (kg) [preWei...

ar 6 weelk... Factor List

d:' gender

Label Cases by:

¥ ©

tatistics © Plots
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Exercise 5: Weight before the diet by gender

a) Fillin the following table using the summary statistics table in the output.

Female =0 Male =1
Minimum -70
Maximum 82
Mean 64
Median 66
Standard Deviation 21.6

b) Interpret the summary statistics by gender. Which group has the higher mean and which group is
more spread out?

100

50

weight before diet

0

-50-

33
*

T T T
-99 i} 1

gender

A box-plot shows the spread of a distribution of values. The box contains the middle 50% of values. SPSS
labels outliers with a circle and extreme values with a star.

c) How could the chart be improved and is there anything odd?
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Research question 2: Which of three diets was best?
Before the next section, change the error of -70 to 70. Outliers should not normally be changed unless
they are clearly data entry errors as in this case.

il e =l = sl Nl ELCTE S I ——

Calculations using variables

Producing the charts for gender and weight before the diet was useful for demonstrating SPSS but the
main question of interest is ‘Which diet led to greater weight loss?’. How could this be assessed?

To answer this, a new variable ‘weight lost’ (weight before — weight after) would be useful. As spaces are
not allowed in variable names, use weightLOST as a name and give a better name in the label section in
variable view.

To do this use Transform ¢ Compute variable.

Watiahle: Mureric Expression:

el ILOST - previeight-weeightBw ek
== & Label...

ender +
ge (yrs) [Age]

s eight [Height]

P weight (ko) [rettisight]
iet [Diet]

veight after 6 weeks ...

Function group:

Al

Arithmetic

CDF & Moncentral COF
Conversion

Current Date/Time
Date Arithmetic

Diate Creation

-
-

UEEE

Functions and Special

Ltrimi2)

oEEan
DEEE
BOEE

: 5 e 1 Mz
=~ - : Mblen Byts

- Mean
iiiiiiiiiiii Median

fdin
Miz=ing
ol

Medf Beta
](optional case selection condition) Medf Chisg

Medt F

After putting the calculation into the ‘Numeric Expression’ box, select ‘OK’ and the new variable will appear
last in the Data and variable view sheets. Before carrying out the official test of a difference, use summary
statistics and charts to look at the differences.

Lﬂ!ﬂ: © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,

www.statstutor.ac.uk University of Sheffield
Page 24 of 61



Producing tables in SPSS

SPSS has a table function which can produce more complicated tables although it is a little temperamental
and frustrating at times!

To open the table window: Analyse ¢ Tables ¢ Custom Tables

Drag variables to either the row or column bars to include them in the table.
To create sub categories, drag the categorical variable to the front of the variable already in the table.
By default, SPSS will choose means to summarise continuous (scale) variables and counts to summarise
categorical variables. It is vital that variables are correctly defined as scale or categorical.

1) Move ‘WeightLOST’ to the row section and ‘Diet’ to the Columns section.

2) Select the summary statistics you require

3) Choose ‘Columns’ in the ‘Position’ options for a better display.

#& Customn Tables i
Table | Tisles | Test Statistics | Oplions
Variabies Eﬂd
g [ : ] -
& Age a
& Heignt - | Diiet
& welght before diet | Category 1 Calegary 2
& Diet | Mean [Std Dewiati..[ Count Mean  [Std. Deviati..]  Count
& weight after & wee_ | wemmLOSﬂ |
& weightLOST
Defing B Summary Statistics
\_szﬂguwmw_s.iis!?,_; Posiion: | Columns x| Hide = Category Position
Rows Dwafaull =
Caolumns
(Lok_J(pasts | Reset | [cance] [ metp |
Display:
z Stafistics Label Format | Decima...
Mean Mean Auto 1
Std. Deviation Std. Daviation Auto 3
Diet
1 2 3
Weightlost on diet (kg)  Mean 3.30 3.03 5156
Standard Deviation 2.24 252 240
Count 24 27 27

Summary statistics and charts can also be produced separately by group using the split file option in Data
C Split File but remember to un-split the file when you have finished.

Box-plots
Graphs ¢ Legacy Dialogs ¢ Boxplot
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e WS 1LLa

t2 Boxplot

L mple Boxplot: summaries for Groups of Cases

EEaE Simple

BE fl | Clustered

Data in Chart Are

® Summaries for groups of cases
© Summaries of separate variables

| Deﬁne§| [ Cancel][ Help ]

Variable:
| [ weightLosT
r [gender] Category Axis:
> | [ & Diet
| before th._ = Label Cases by :
cafter 10 . |
-Panel by
Rows:
sl
Columns:
L

[ I ][ PB'::TP][ I?p-::pt][l’":;;nrpl][ Heln ]

Boxplot of weight lost by diet

s0
Q1
o

WeightLOST
Lo
1

O—

o

QOO0
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Confidence intervals
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95% Cl Weight lost on diet (kg)

Confidence Interval plot
When comparing the means of several groups,

a plot of confidence intervals by group is useful.

Graphs ¢ Legacy Dialogs ¢ Error Bar

simple Error Bar: Summaries for Groups of Cases

- —
Variable: [
x| :r [gender] et | + WeightLOST | [
Category Axis:
‘ = Diet
n][ Simple it before the... |£) |
it after 6 we._.. Bars Represent
|Conﬂdence interval for mean > |
Hﬂ Clustered
Lever 55 o
Data in Chart Are Panel by
Rows:
© Summaries for groups of cases
© Summaries of separate variables
Columns:

‘hart specifications from:

[_ox [ paste || Reset |[cancel|[_Heip |

7.007

6.007

5007

4.007

3004

2.007

Diet

For more information on reading Confidence interval plots, see ‘Inference by Eye’
http://www.apastyle.org/manual/related/cumming-and-finch.pdf

QOO0
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ANOVA (Analysis of variance)

Dependent variable: Scale
Independent variable: Categorical
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To carry out an ANOVA, select ANALYZE ¢  General Linear Model ¢ Univariate

? Person

# Gender [gender]
® Age

# Height

? Weight before th__.
? Weight after 10 _._

The post hoc window

Move the Factor of interest to the Post
hoc box at the top, then choose from the
available tests. Tukey’s and Scheffe’s

hoc tests. Hochberg’s GT2 is better
where the sample sizes for the groups are
very different. If the Levene’s test
concludes that there is a difference

Dependent Vari
[ weightLOS

Fixed Factor(s)
- Diet
=

Random Factor

el

Covariate(s):
(=

WLS Weight:
el

OC MUITIpIE LOMParisons Tor Jpserved Means s

FPost Hoc Tests for:

between group variances, use the Games- =275

Howell test.

Diet
tests are the most commonly used post
ssumed
S-MN-K [ Waller-Duncan
Tukey
Tukey's-b [ Dunnett
Duncan -
Hochberg's GT2 rTest
Gabriel @
ot Assumed
7] Dunnett's T3 [] Games-Howell [[] Dunnett's C

(@0

www.statstutor.ac.uk

[Contmue” Cancel ” Help ]
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The ANOVA table:

Tests of Between-Subjects Effects

Dependent Variable: Weight lost on diet (kg)

Source Type Il Sum of df Mean Square F Sig.
Squares
Corrected Model 71.0942 2 35.5647 6.197 .003
Intercept 1137.494 1137.494 198.317 .000
Diet 71.094 2 35.547 6.197 .003
Error 430.179 75 5.736
Total 1654.350 78
Corrected Total 501.273 77
a. R Squared = .142 (Adjusted R Squared = .119)
The post hoc tests:
Multiple Comparisons
Dependentariable: Weight lost on diet (ko)
Mean 95% Confidence Interval
Difference (-
(Il Diet  (J) Diet J) sStd. Error sig. Lower Bound | Upper Bound
Tukey HSD 1 2 2741 B7186 12 -1.3325 1.8806
3 -1.8481° B7188 020 -3.4547 - 2416
2 1 =274 A7188 a1z -1.8806 1.3325
3 221227 GA182 005 -3.6B08 - 5636

(@0
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Assumptions for ANOVA:

Assumption How to check What to do if assumption not met
Normality: The residuals (difference Histograms/ QQ Do a Kruskall-Wallis test which is non-
between observed and expected values) plots/ normality parametric (does not assume normality)
should be normally distributed tests of residuals
Homogeneity of variance (each group Levene’s test a) Welch test instead of ANOVA and
should have a similar standard deviation) Games-Howell for post hoc or

b) Kruskall-Wallis

There are two ways of carrying out a one-way ANOVA (One-way ANOVA and GLM Univariate) but both

have something missing. The One-way ANOVA does not produced the residuals needed to check normality
and the GLM does not carry out the Welch test. Use the GLM method unless the Welch test is needed.

Normality of residuals
The residuals are the differences between the weight lost by subject and their group mean:

7 o101
? 2 TT? ‘?T I|

T Le At
[T o

T T T T T T T
0] 10 20 30 40 50 S50

Check they are normally distributed by plotting a histogram. Histograms should peak roughly in the middle
and be approximately symmetrical.

There are official tests for normality such as the Shapiro-Wilk and Kolmogorov-Smirnoff tests
If p > 0.05, normality can be assumed
Use them with caution:

— For small sample sizes (n < 20), the tests are unlikely to detect non-normality
— For larger sample sizes (n > 50), the tests can be too sensitive
— Very sensitive to outliers
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Re-run the ANOVA with the following adjustments

The options window

ginal Means

Factor Interactions: Display Means for

' statistics [& iHomogeneity tests
of effect size [ Spreadwvs. level plo
rTovveTr [ Residual plot
estimates [ Lack of fit
refficient matrix [ General estimable
rel: Confidence intervals are 95.0 %
The ‘Save’ window
o p— e - . "
3 Univariate: Save g
Predicled Values Residuals
Unstandardized Unslandardized
I = E e
! Standard arror ' |Standardized
Shudentized
Diagnostics
Deleted
Cook's distance
Levarage values
CoefMdent Statistics
Creale coeficient stalislics
=
[contnue ]| cancel || Help
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The output

Testing the assumption of homogeneity:

Levene's Test of Equality of Error
Variances®

DependentVariable:

Weight lost on diet (kg)

F df1

df2 Sig.

659 2

75 520

Tests the null hypothesis that the error
variance ofthe dependentvariable is equal

across groups.

a. Design: Intercept + Diet

Can equal variances be assumed?

Null:

Alternative:

P — value:

Reject / do not reject null

Checking the assumption of normality
Produce a histogram for the residuals using Explore. Generally, to check the assumption of normality use

ANALYZE ¢ DESCRIPTIVE STATISTICS ¢ EXPLORE

C=es=criptive ——

] =tem-and-

t-! Explore ﬂ
Dependeant List
- Statisbics...
& gender — | ¢ Standardized Resid
y ™ - [ Prets..
& Height Gplions...
& pre-weight [preweight) Factor List
& Diet . [ Bowswap. |
& weightbweaks b
& Weigh lost on diet | L
~ Label Cases by
|

Display

& Both O Statistics O Plots

[&f] Histogram

Are the residuals normally distributed?

(@0
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Reporting ANOVA
When writing up the results of an ANOVA, check papers from the students’ discipline as reporting can vary.
Generally, it is common to present certain figures from the main ANOVA table.

F(dfbetweenp dferror)= Test Statistic, P =
F(2, 75)= 6.197, p =0.03

Tests of Between-Subjects Effects

Dependent Variable: Weight lost on diet (kg)

Source Type Ill Sum of df Mean Square F Sig.
Squares

Corrected Model 71.094° 2 35.547 6.197 .003

Intercept 1137.494 1 1137.494| 198.317 .000

Diet 71.094 2 35.547 6.197 .003

Error 430.179 75 5.736

Total 1654.350 78

Corrected Total 501.273 77

a. R Squared = .142 (Adjusted R Squared = .119)
A one-way ANOVA was conducted to compare the effectiveness of three diets. Normality checks and
Levene’s test were carried out and the assumptions met.
There was a significant difference in mean weight lost [F(2,75)=6.197, p = 0.003] between the diets.

Post hoc comparisons using the Tukey HSD test were carried out. There was a significant difference (p =
0.02) between diet 1 (M = 3.3, SD = 2.24) and diet 3 (M =5.15, SD = 2.4) and a significant difference (p =
0.005) between diet 2 (M = 3, SD = 2.52) and diet 3 but not between diets 1 and 2.
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Summarising the effect of two categorical variables on one independent variable

A line chart can be used to compare the means of combinations of two independent variables. It is
particularly useful for looking at interaction effects and can also be called an interaction plot or means plot.
The lines connect means of each combination.

Example: An experiment was carried out to investigate the effect of drink on reaction times in a driving
simulator. Participants were given alcohol, water or coffee. The mean reaction times by group are
contained in the table below:

Mean Reaction Times | Male Female
Alcohol 30 20
Water 15 9
Coffee 10 6

The six means can be displayed in a line/ means plot:

Mean reaction times

35
30 \
25 \
20
15 -
~ \
-~
10 =~

male = = female

Reaction time (seconds)
/
/
/

alcohol water coffee

What does an interaction look like?

Mean reaction times
35

male === =female
.30
|
§ 25
::-" 20
£
’;:' 15
S
S 10
&
5 It
0 {
alcohol water coffee
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Two way ANOVA

Two way ANOVA has two categorical independent variables and tests three hypotheses.

It tests the two main effects of each independent variable separately and also whether there is an
interaction between them.

A means plot should be used to check for an interaction between the two independent variables.
This example compares weight lost by diet and gender.

Graphs ¢ Legacy Dialogs ¢ Line

§i Line Charts xl §ii Define Multiple Line: Summaries for Groups of Cases x|
Lines Represent m
& Age (1s) [Age] © Nof cases © % of cases =
N Simple & Heignt [Height] OE N o6 ; 9 et
um. um.
& Weight (k) [prevveight] = -

& Wieight after 6 weeks . @ Cther stalislc (2.3., mean)

I 3 & Diett Variable:
m Muttiple & D2 [ MEANHeigit 08t during diet (...

. .
;I;; Drop-line Category Axis:
- | &, Diet [Diet] [
Data in Chart Are pefieltines b
- [ ol gender ‘
@ Summaries for groups of cases Panel by
(©) Summaries of separate variables Rows:
(©) Values of individual cases
s 7
|iDef||'3 il [Wl] [ Help J Columns:
]
Template
Use chart specifications from:

Means plot of weight lost by diet and gender

e gender

""" Female
— Male

Mean weight lost (kg)

2

Diat What if there is a significant interaction?
e

: © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,

www.statstutor.ac.uk University of Sheffield
Page 37 of 61



The main effects need to be discussed by group e.g. for males/ females separately. The interaction can be
described using the means plot but separate ANOVA'’s can be carried out by group e.g. testing diet by
gender.

Dependent Vari:

je [ & weightewee )
eight the ‘Fixed Factors’ box.

2 : Fixed Factor(s):
e-weight [preweig. .. _&5 s
eight lost on diet (... ey = .
Aandardized Resid. .. AR

Random Factor(

Categorical independent variables are added in

‘ulp-
ANCOVA is used when there is one or more
Covariate(s): continuous independent variables which are
added in the ‘Covariates’ box.
Sl
WLS Weight:
ol |

Splitting a file

To carry out separate analysis by category: Data ¢ Split file

© Analyze all cases, do not cre:
@ Compare groups

2 Organize output by groups
before th._. T

Groups Based on:

£ Gender [gender
after 10 ___ [g 1

@ Sort the file by grouping varial
© File is already sorted

tus: Analysis by groups is off.

Note: You will need to go back to split file after the analysis and select ‘Analyse all cases, do not create
groups’ or all further analysis will be carried out separately by group.
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Syntax

Note: There is an adjustment that can be made to the syntax of a two way ANOVA so that post hoc tests
are carried out on the interactions but only demonstrate this if the student can cope with programming.
The syntax is the program SPSS uses to run the analysis and can be requested for any procedure by
selecting ‘Paste’ instead of ‘Ok’ after selecting all the required options. It is very useful for students doing a
lot of recoding as it is a record of what has be done and can be used to repeat analysis at a future date.
Once in the syntax window, click on the green arrow to run the program. Below is the syntax for a two way
ANOVA. The adjustment made to the syntax is highlighted. The EMMEANS line comes from selecting post
hoc tests from the options menu within the ANOVA procedure.

IFUIMLUAL  LUIYE D1 0 UL LD Y LA L —

Edit View Data Transform Analyze Direct Marketing Graphs Uliites Add-ons Run Tools Window |

iH& = M e ﬁ%% Eid) >> N \) ' e B »
| e.z«f ‘0 u ii ﬁ ::Active:'DataSetZ';

ASET ACTIVATE
NOVA

} |DATASET ACTIVATE DataSet2.|

/|UNIANOVA WeightLOST BY Diet gender

/METHOD=SSTYPE(3)

/INTERCEPT=INCLUDE

/SAVE=ZRESID

/EMMEANS=TABLES(Diet) COMPARE ADJ(BONFERRONI)
/EMMEANS=TABLES(Diet*gender) COMPARE (gender) ADJ(BONFERRONI)
/PRINT=HOMOGENEITY

/CRITERIA=ALPHA(.05)

/DESIGN=Diet gender Diet*gender.

oo =l M B o b —

= ©
o

T
by —
L

Pairwise Comparisons

Dependent Variable: WeightLOST

95% Confidence Interval for Difference®
Diet (1) Gender (J) Gender Mean Difference (I-J) Std. Error Sig.? Lower Bound Upper Bound
1 Female Male -.600 .960 .534 -2.515 1.315
Male Female .600 .960 .534 -1.315 2.515
2 Female Male -1.502 .934 112 -3.365 .361
Male Female 1.502 .934 112 -.361 3.365
3 Female Male 1.647 .898 .071 -.144 3.438
Male Female -1.647 .898 .071 -3.438 144

Based on estimated marginal means

a. Adjustment for multiple comparisons: Bonferroni.
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Non-parametric tests
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Kruskal-Wallis

(Non-parametric equivalent to ANOVA)
Research question type: Differences between several groups of measurements

Dependent variable: Continuous/ scale/ ordinal but not normally distributed

Independent variable: Categorical

Common Applications: Comparing the mean rank of three or more different groups in scientific or medical
experiments when the dependent variable is not normally distributed.

Descriptive statistics: Median for each group and box-plot
Example: Alcohol, coffee and reaction times

An experiment was carried out to see if alcohol or coffee affects

Reaction time driving reaction times. There were three groups of participants; 10
Water| Coffee] Alcohol drinking water, 10 drinking beer containing two units of alcohol and
0.37 0.98 169 19 drinking coffee. The reaction time on a driving simulation was
0.38 1.11 171 measured.
0.61 1.27 1.75
0.78 1.32 1.83
0.83 1.44 1.97
0.86 1.45 2.53
0.9 1.46 2.66
0.95 1.76 2.91
1.63 2.56 3.28
1.97 3.07 3.47

The Kruskal-Wallis test ranks the scores for the whole sample and then compares the mean rank for each
group.

To carry out the Kruskal-Wallis test:
Analyse ¢  Nonparametric Tests ¢ Independent samples
i Nonporametric Tests: Two or More Indepariden S kit N 2| In the Fields tab, move the dependent variable to the

Objective | Fields || Settings

‘Test Field’ box and the grouping factor to the ‘Groups’

© Use predefined roles

® oot e e box. Note: The dependent variable has to be classified
Fields: Test Fields: . eg o
: B [Prestoname | as Scale to perform the analysis even if it’s actually
ordinal data.

In the Settings tab choose to customise the tests and
» then select the Kruskal-Wallis test. Leave the
multiple comparisons as ‘All pairwise’ and ‘Run’.

niversity of Sheffield Reviewer: Jean Russell,
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£ii Nonparametric Tests: Two or More Independent Samples

x|
Objective Fields | Settings
This gives the following basic output for the Soectantem
. Choose Tests © Automatically choose the tests based on the data
KFUSkal—Wa”IS teStI Test Options @ Customize tests
User-Missing Values Compare Distributions across Groups
 Kruskal-Walis 1-way ANOVA (k samples)
Mann-Whitney U (2 samples)
Multiple comparisons: | All pairwise -
Kolmogoray-Smimov (2 samples) Test for ordered altternatives
(Jonckheere-Terpstra for k samples)
Test sequence for randomness
(Wald-Wolfowitz for 2 samples)
Compare Ranges across Groups Compare Medians across Groups
Median test (k samples)
Moses extreme reaction (2 samples)
= o
Estimate Confidence Interval across Groups
Hodges-Lehman estimate (2 samples)
Paste || Reset || Cancel [ Help.
Hypothesis Test Summary
Null Hypothesis Test Sig. Decision
L . . dependent- :
The distribution of Reaction_time amp las Reject the
1 the zame across categories of Hruskl:.lal- 000 Cnull
Group, : hypothesis.
F Walliz Test bl

Asymptotic significances are displayed. The significance level is 05,

As p < 0.001, there is very strong evidence to suggest a difference between at least one pair of groups but
which pairs? To find out, double click on the output to open this additional screen. Change the

‘Independent Samples Test View’ to ‘Pairwise comparisons’ in the bottom right corner. Note: The pairwise
comparisons are only available when the initial test result is significant.
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View Help

Wi Fn 2| 1.
Independent-Samples Kruskal-Wallis Test
4.00
2 3007 L T
5 o
s
=]
£ 200 o
5 ]
Hypothesis Test Summary ?‘
.00
Null Hypothesis & Test © Sig.@ Decision™ ?
distribution of Reaction_time is L‘J;‘ﬂ'é”d;’m' - ReHect the 0.00r T T T
same across cateq o i Fus‘wl- 000 null Water Coffes 2 units of alcohol
up '}."JHI“S&TEST hypothesis. Group
rtotic significances are displayed. The significance level is .05
Total N 30
Test Statistic 16.114
Degrees of Freedom 2
Asymptotic Sig. (2sided test) 000
1. The test statistic is adjusted for ties
I+ =
—SHOWALL—- ~ View: '.Hypmneais Summary View ™ Test ‘KruskaI—Wa\lis ~ | Field(s)y |Reaction_time * Group(Test1) ™ | View ?_nﬁ_gger]_g_gnt___?,_an]g\e@__]fes_g_y n :
— 7 Independent Samples Test View
Categorical Field Information
Continuous Field Information
o ) Mann-Whitney tests are carried out on each pair of
Pairwise Comparisons of Group
et groups. As multiple tests are being carried out, SPSS

makes an adjustment to the p-value. The adjustment
is to multiply each Mann-Whitney p-value by the total
number of Mann-Whitney tests being carried out
(Bonferroni correction).

The pairwise comparisons page shows the results of
the Mann-Whitney tests on each pair of groups. The
Zach nade shaws the sample averags rank of Graup Adj. Sig column makes the adjustments for multiple

2 its af alcohol

192 ststic Emor  Swtisde ~ S'9 T AdiSig. testing. Only the p-value for the test comparing the
Rl I I e B i placebo and alcohol groups is significant (p < 0.001).
| e . Significant differences are also highlighted using an
I o O O i WO orange line to join the two different groups in the
};”hy(zlh“tmtl;hSdmp7|y1dehS :plf2dt|btlos diagram which shows the mean rank for each group.

3$11}*

=i Test [kmskatwanis = | I

Reporting the results

A Kruskal-Wallis test provided strong evidence of a significant difference (p<0.001) between the mean
ranks of at least one pair of groups. Mann-Whitney pairwise tests were carried out for the three pairs of
groups. There was a significant difference between the group who had the water and those who had the
beer with two units of alcohol. The median reaction time for the group having water was 0.85 seconds
compared to 2.25 seconds in the group consuming two units of alcohol.
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Research question 3: Does Margarine X reduce cholesterol?
Cholesterol data: Participants used Margarine X for 8 weeks. Their cholesterol was measured before the

special diet, after 4 weeks and after 8 weeks. Open the Excel sheet ‘Cholesterol’ and follow the

instructions to see if the use of margarine has changed the mean cholesterol.

Repeated measures ANOVA

To carry out a repeated measures ANOVA, use

Analyse ¢ General Linear Model ¢ Repeated measures.

=l oay

M = r = n

i

| oan omn BR ==

= TR ==

This screen comes up first. This is where we define the levels of our repeated measures factor which in our

case is time. We need to name it using whatever name we like (we have used “time” in this case) and then

state how many time points there are (which here is 3; before the experiment, after 4 weeks and after 8

weeks). Make sure in your data set there is one row per person and a separate column for each of the

three time points.

Make sure you click on the Add button and then click on the Define button.

The next screen you see should like that below. Move the three variables across into the within-subjects

box. Post hoc tests for repeated measures are in ‘Options’. Choose Bonferroni from the three options.

Repeated Measures | &> | J] &2 Repeated Measures: Options —
Within-Subjects Variables Estimated Marginal Means
4ID (time): = E S : §
Factor(s) and Factor Interactions: Display Means for:
% Margarine v Before(1) (OVERALL) B
Afterdweeks(2) time
AfterBweeks(3)
- [¥ Compare main effects
Confidence interval adjustment:
lSD[nane} x
LSD(none)
Between-Subjects Factor(s): Display Bonferroni
[] Descriptive statistics [] Tran{Sidak
[ Estimates of effect size [*] Homogeneity tests
[C] Observed power [Tl Spread vs. level plot
Covariates: [ Parameter estimates [ Residual plot
[[] SSCP matrices [T Lack of fit
[”| Residual SSCP matrix [”| General estimable function

| ok |[ Paste || Reset |[cancel|[ Help |

Significance level: Confidence intervals are 95.0%

I

ragc «+J Vi U!I[ -

= (Cs—)

In the ‘Save’ menu, ask
for the standardised
residuals. A set of
residuals will be
produced for each time
point which should
then be checked using
‘Explore’.
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Two way repeated measures ANOVA is also possible as well as ‘Mixed ANOVA’ with some between-subject
and within-subject measures. The ‘Post hoc’ section is for between-subject factors when running a ‘Mixed
Model’ with between-subject and within-subject factors.

The output

One of the assumptions for repeated measures ANOVA is the assumption of Sphericity which is similar to
the assumption of equal variances in standard ANOVA. The assumption is that the variances of the
differences between all combinations of the related conditions/ time points are equal, although it is a little
more than this and relates to the variance-covariance matrix but we won’t go into that here!

Mauchly's Test of Sphericity®
Measure: MEASURE_1
Epsilcunh
Approx. Chi- Greenhouse-
Within Subjects Effect | Mauchly's W Square df Sig. Geisser Huynh-Feldt | Lower-bound
time 381 16.440 2 .00o 18 G42 500

Tests the null hypothesis that the errar covariance matrix of the orthonormalized transformed dependent variables is proportional
to an identity matrix.

a. Design: Intercept
Within Subjects Design: time

h. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the Tests
of Within-Subjects Effects tahle.

The test above is significant so the assumption of Sphericity has not been met. If Sphericity can be
assumed, use the top row of the ‘Tests of Within-Subjects Effects’ below. If it cannot be assumed, use the
Greenhouse-Geisser row (as shown below) which makes an adjustment to the degrees of freedom.

Tests of Within-Subjects Effects
Measure: MEASURE_1

Type Il Sum
Source of Squares df Mean Square F Sig.
time Sphericity Assumed 4320 2 2160 M2.3A .000
Greenhouse-Geisser 4.320 1.235 3.497 212321 .00o
Huynh-Feldt 4.320 1.284 3.365 212.321 .000
Lower-bound 4.320 1.000 4320 M2.3A .0oa
Erroritime)  Sphericity Assumed 346 34 010
Greenhouse-Geisser 346 21.001 016
Huynh-Feldt 346 21.822 016
Lower-hound 346 17.000 020
@ © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,
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The post hoc tests

Pairwise Comparisons

Measure: MEASURE_1
495% Confidence Interval for
Mean Difference®
Difference (-
(time  (J)time J) Std. Errar sig P Lower Bound | Upper Bound
1 2 566 037 .000 469 663
3 629 042 .000 A7 T4
2 1 -566 037 .0oo -.GE3 - 468
3 063 017 004 019 107
3 1 -629 042 .0oo -7 - 517
2 -063 017 004 -107 -018

Based on estimated marginal means

* The mean difference is significant atthe .05 level.

b. Adjustrment for multiple comparisons: Bonferroni.

(@0
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One scale dependent and several independent variables

This table shows a summary of which tests to use for a scale dependent variable and two

independent variables.

1% independent 2 independent Test

Scale Scale/ binary Multiple regression

Nominal (Independent groups) Nomina (Independent groups) 2 way ANOVA

Nominal (repeated measures) Nominal (repeated measures) 2 way repeated measuresANOVA
Nomina (Independent groups) Nominal (repeated measures) Mixed ANOVA

Nominal Scale ANCOVA

CHTaALTU IVITASWU TS —

D

Standardized R.__.
Standardized R.__.
Standardized R...

Within-Subjects Variab
(time):

Befare(1)
Afterdweeks(2)
AfterBweeks(3)

Between-Subjects Fac

&> Margarine

Covarates:

(@0
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Friedman test

If the assumption of normality has not been met or the data is ordinal, the Friedman test can be used
instead of repeated measures ANOVA.

The Friedman test ranks each person’s score and bases the test on the sum of ranks for each column. This
example uses data from a taste test where each participant tries three cola’s and gives each a score out of
10. For each participant, their three scores are ranked. e.g. Participant 1 rated Cola 1 the highest, then
Cola 2 and Cola 3 last, so their ranks are 1, 2 and 3 for Cola 1, Cola 2 and Cola 3 respectively.

- Taste score (out of 10) Taste score rank
Participant
Cola1l Cola 2 Cola 3 Cola1l Cola 2 Cola 3
1 8 6 2 1 2 3
2 7 8 6 2 1 3
3 8 6 7 1 3 2
4 6 4 7 2 3 1
5 5 4 1 3 2 1
Sum of ranks 9 11 10

As the raw data is ranked to carry out the test, the Friedman test can also be used for data which is already
ranked. So if the participants had not scored the cola’s but just ranked them 1 — 3, the Friedman test can
also be used.

Research question 4: Rating different methods of explaining a medical condition
Video data: The video dataset contained in the Excel file contains some of the results from a study
comparing videos made to aid understanding of a particular medical condition. Participants watched
three videos and one product demonstration and were asked several Likert style questions about each.
The order in which they watched the videos was randomised. Here we will compare the scores for
understanding the condition.

Analyse ¢ Nonparametric tests ¢ Related samples
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13 *Scotts datasav [DataSef #2 Nonparametric Tests: Two or More Related Samples ﬁ
File Edit View Data
—— H O [ Objective | Fields | Settings
| =
=1 A =
| Measure
Ferson 1| © use predefined roles leo normima
= 4
2 Cendor s T e AR T ’j_ Select only 2 test fields to run 2 related sample tests. & Nominal
3 Heardofcondif &> Nominal
4 Set ¢ Nominal
5 | @1st Felds: Test Fields: & Mominal
: - 1 -
6 @2nd Sort: [None | & Nominal
7 @3rd & Person = &> Nominal
8  @4th & Gender & Nominal
& Heardofcondition
9 Combination & Set .l Ordinal
10 VideoAGenUnl | & @1st & Scale
11 VideoBdoctorll| |é @2nd & Scale
12 VideoCOldUndj| [& @3rd # Scale
13 | DEMOUnders(| | @4t # Scale
= R dj Combination |Muve selected field(s) to Test Fields list L2 ordinal
P & General video A
15 RankBexplain{| | # poctors video B .l Ordinal
16 RankCexplain{ | |« Old video C il Ordinal
17 RankDexplain{ | |¢” Demonstration D L i Ordinal
ol D anlAsynlaint ORINTIOK [l
18 TotalGen ¥ Scale
19 TotalCOId §add| | ke scale
20 TotaDDEMO & Scale
| I [P Run][Easte ][Beaet][Cancel][@Help]

Additional notes about ordinal data

Some students may want to carry out parametric statistics on ordinal data, since that may be what is
expected from their department or supervisor. You can tell them that it is not considered appropriate by
statisticians but accept that it is considered reasonable in other disciplines. If there are 7 or more
categories and the data is approximately normally distributed, using a parametric test is reasonable
although 5 categories are considered reasonable within certain disciplines. Check that the range of
numbers has been used as it's common for people not to opt for the extremes. If less than 5 categories
have been used, strongly advise against using a parametric test.

Where there are several questions on a questionnaire measuring one underlying latent variable, the
ordinal scores can be summed/averaged and the sum/average treated as a continuous measure. For the
video questionnaire, there were 5 Likert questions for each product. The ‘Total’ variables contain the sum.

Research question 5: Factors affecting birth weight of babies
Birth weight data: Information about 42 babies is contained in the ‘reduced Birth weight’ data set.

Open the dataset ‘ reduced birthweight’ from Excel and give the variables the labels in the following table.
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Variable Label

id Baby ID

headcir Head Circumference (cm)

leng Length of baby (inches)

weight Baby's birthweight

gest Gestational age

mage Maternal age

mnocig No. cigarettes smoked per day by mother

mheight Maternal height

mppwt Mothers pre-pregnancy weight

fage Fathers age
fedyrs Years father was in education
fnocig No. cigarettes smoked per day by father

fheight Fathers height

lowbwt Low birth weight baby 1 = under 5lbs

smoker 1 = smoker

Scatterplots

A scatterplot helps assess a relationship between two continuous (scale) variables by plotting a different
point for each individual based on their scores on two variables.

A scatterplot can be colour coded by a third categorical variable using the ‘Set marker by’ option within
the Graphs ¢ Legacy Dialogs ¢ scatterplot menu.

Here, we will look at the relationship between gestational age and birth weight with different shapes for
mothers who smoke/ do not smoke.
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R — - - 4 — -1

e Scatter ” YA

ﬁ Birthweight (1os) [Birtfweiqhi]
Qptions...

. I.:| 3D fergnce(cm)[headmrumference] Y his e
. . 1 {inches) [length] _ﬁs T
* N TR mohergd g estafional age at birth [Gestation]
qarettes smoked bymother(m... | = SetMarkers by

Double click on the chart to open the edit window. To change the shape of the scatter, click on the scatter,
then again on just one of the smokers to open the properties window. Change the marker type and size.

=i koee s - Scatterplot of gestational age and birth weight of baby
B T 10 ¥ o smoker
o ® Non-smoker
== i #¢ Smoker
9 (] ®
== =l ° o
— * o #
B Wi cFE = - ° °
== - 2 £
|z F ® % o
= 5 2 &
-1 = [ . .
I a= £ #* o
- =50 2 »
| - = ° =
£+
I B *
i 1L 1 | | C 3
1L ! A *

32 34 36 36 40 42 44
Gestational age at birth

)

s =r=ratkt

Correlation

To calculate correlation coefficients in SPSS:
Analyse ¢ Correlate ¢ Bivariate
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Variables:
&7 Birthweight (Ibs) [Birth...

rcumference. ..
at birth ({inch._.
onal age at bi...

il age [mothe_ ..
r of cigarette. ..
il height [mh._.

T nre-nreanmna

n Coefficients

n ] Kendall's tau-b [ | Spearman

nificance
led @ COne-tailed

nificant correlations

Interpreting coefficients

Although it is possible to test correlation coefficients, this does not confirm that there is a strong
relationship (only that the correlation coefficient is not 0). The test is highly influenced by sample size. For
a sample size of 150, a correlation coefficient of 0.16 is significant! The best way to interpret the
correlation is by using the classification proposed by Cohen.

An interpretation of the size of the coefficient has been described by Cohen (1992) as:
r =-0.3 to +0.3 (weak relationship)

r=0.3to 0.5 or -0.5 to -0.3 (moderate relationship)

r=0.5t0 0.9 or -0.9 to -0.5 (strong relationship)

r=0.9to 1.0 or -1 to -0.9 (very strong relationship)

Source: Cohen, L. (1992). Power Primer. Psychological Bulletin, 112(1) 155-159.

Correlations

Mothers pre-
Birthweight Gestational Maternal pregnancy
(Ibs) age at birth height weight

Birthweight (Ibs) Pearson Correlation 1 706 368 380

Sig. (2-tailed) 000 017 011

N 42 42 42 42

Gestational age at birth Pearson Correlation 706 1 231 251

Sig. (2-tailed) .000 141 110

N 42 42 42 42

Maternal height Pearson Correlation 368 23 1 671

Sig. (2-tailed) 017 141 .000

N 42 42 42 42

Mothers pre-pregnancy  Pearson Correlation 390 251 571 1
weight Sig. (2-tailed) 011 110 000

N 42 42 42 42

** Correlation is significant atthe 0.01 level (2-tailed),
* Correlation is significant at the 0.05 level (2-tailed)
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Regression

Dependent variable: Continuous/ scale

Independent variables: Continuous/ scale or binary (coded as 0/1). Note: Categorical variables with 3+
categories can be used if recoded as several binary variables.

Uses: Assessing the effect of independent variables on the dependent variable and producing an equation

to predict values of the dependent variable.
Important note: Students are not usually interested in finding the best model or using the model to

predict. They are just looking for significant relationships. Model selection is not normally needed but if a
student asks about it, then show them how to do it.

To carry out regression Analyze ¢  Regression ¢ Linear

Dependent: @

* | | & Binhweight (Ibs) [Birthweight] | ==

:umference (cm) fheadeir. | g o oe g E

“pirth (inches) [length] C

1al age at birth [Gestation] Mext @

Independent(s): =

Sgc Imoceage] & Gestational age at birth [Gestatian] 2]
of cigarettes smoked by ...

height [mheight]
wre-pregnancy weight [m...
Method: |Enter =

Selection Variable:
|
rer 35 [mage35] Case Labels:
weight baby [LowBirthW._.. | |

n between Gestation and... WLS Weight:
| |
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Checking the assumptions:

The relationship between the independent and dependent Original scatter plot of the independent and dependent
variables is linear. variables

Homoscedasticity: The variance of the residuals about predicted  Scatterplot of standardised predicted values and residuals
responses should be the same for all predicted responses.

The residuals are normally distributed Plot the residuals in a histogram

The residuals are independent. Are adjacent observations related? If you suspect that the data may be auto correlated you can
Example: Weather by day use the Durbin Watson statistic. Note: Time series is beyond
the scope of most students

If the residuals are not normally distributed, the data needs to be transformed. The most common
transformation is to take the log of the dependent variable and re-run the analysis again as there is no non-
parametric test for regression. The interpretation of the coefficients is different so check how to interpret
the output correctly.

The options for assumption checking are in the ‘plots’ window.

Q Linear Regressicn: Plots _‘. _

DEPEMDMNT —Scatter 1 of 1

*fPRED ¥

+ZRESID Previous Mex
*DRESID Y-

*ADJPRED A= |_*z|:aE5|D

*SRESID "

SDRESID E FEF’F-E'.ED

Standardized Residual Plots———
‘ ] Produce all partia

[+ Histogram

T B o
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Dummy variables and interactions

Dummy variables are binary variables created from a categorical variable. For example, if smoking status
was classified as Non-smoker, light smoker or heavy smoker, 2 dummy variables are needed. The first
would be ‘Is the mother a non-smoker?’ yes (1) or no (0) and the second would be ‘Is the mother a light
smoker’ yes (1)or no (0). If the answer to both is No, they must be a heavy smoker.

An interaction between two independent variables means that the effect of one is different depending on
the value of a second. For example, the effect of gestation may differ between smokers and non-smokers.

To test if this interaction is significant, an interaction term must be calculated using
Transform ¢ Compute variable to multiply the two variables together. Then add this new variable to the
regression model and re-run.

Multicollinearity

For multiple regression, another issue is multicollinearity. This occurs when independent variables are too
correlated with each other and causes problems with the calculations. Pairwise correlations can help asses
if this is a problem. Correlations between independent variables of above 0.8 indicate a problem. There
are also specific checks within SPSS to look at this problem. Request Collinearity diagnostics through the
Statistics menu. Asking for the descriptives, gives a correlation matrix without the correlation p-values.

et g

fi§ Linear Regression: Statistics L]
fstati

Dependent: -
=P Statistics. . Regression Coefficients) ¥ Model fit

#id ha |@9Weight of baby at birth (Ib... ‘
# headcirumference

Block 1 of 1 -
# Length of baby a... ] Confidence intervals ¥ Descriptives

Plot

=
?:5’ Gestational age ... ﬁg‘d [ Part and partial correlati
:95 i;neogf:n [str:sr[er] i],“iﬁ?&‘fj”ﬂﬁ).u - = % 7] Covariance matrix ¥ Collinearity diagnostics

# mnocig & Maternal height [mheight] . R e

# Maternal height [ .. & Mothers pre-pregnancy ... || B
[] Durbin-Watson
# Mothers pre-pre... u

[”J R squared change

Method: |Enter b [7] Casewise diagnostics
¢ fage - =
(*)
# fedyrs Selection Variable: '
# fheight e I
% lowbwt |_ase Shiisk ‘ [Continue][ Cancel ][ Help }
¥ mage35 &
WLS Weight: i

fa LowBirthWeight
|

“ariance Proportions |

T T T Mathare nen 1

Coefficients®
Standardized

LInstandardized Coefficients Coeflicients Collinearity Statistics
Madel B Std. Error Beta t Sig. Tolerance VIF
(Constant) -10.662 4.060 -2.626 012
Gestational age at birth (weeks) 308 0583 613 5.809 .0o0 820 1.087
Smoker -679 268 -.258 -2.534 016 987 1.013
Maternal height 072 072 138 1.008 320 544 1.839
Mothers pre-pregnancy weight (Ibs) 012 012 146 1.062 285 540 1.853
a. DependentVariable: Weight of baby at birth (Ibs)
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Model selection

» If models are to be used for prediction, only significant predictors should be included unless they are
being used as controls

» Methods include forward, backward and stepwise regression

» Backward means that the predictor with the highest p-value is removed and the model re-run. Keep
going until only significant predictors are left

Don’t let the student enter all variables into the model. They must think carefully about what to include
and check for multicollinearity.

Add the height of the mother to the model and select Method = Backward underneath the independent
variables box. Also ask for ‘R squared change’ from the statistics options.

HJ & Linear Regression: Statistics “s -
Dependent: :
w | B & Statistics... Regression Coefficients) [ Model fit
#id | & Weight of baby at birth (Ib_ | e <1 :
& headcirumference Block 1 of 1 il ¥ Estimates -E’ quared change
& Length of baby a 1 Confidence intervals | [ Descriptives
& Gestational age .. | Part and partial correlati
&> Smoker [smoker] Independent(s): B Coraac S At 7 Collinearity diagnostics
éj’Age of mother [... & Gestational age at birth ... [ e =
b mnocig & Wothers pre-pregnancy J Residuals
& Maternal height [... O Coantons fomanton Ad| 71 Durbin-Watson
e e Method: Backward ~ | Casewise diagnostics
& fage Li
@)
& fedyrs Selection Variable:
& fnocig -
& fheight
& lowbwt - ‘Qase Leizs [Contmue][ Cancel ][ Help ]
& mage3s L
& LowBirthWeight WLS Weight: 8 1 31
-
‘ ‘ 39 0 27

The output will contain information for each step until all the variables are significant.

Model Summary

Change Statistics
Adjusted R Std. Error of R Square Sig. F
Madel R R Square Square the Estimate Change F Change af df2 Change
1 .7ag? G621 580 8620 621 15.143 4 37 .0oo
2 781" 610 580 8622 -.010 1.016 1 kri 320

a. Predictors: (Constant), Maternal height, Smoker, Gestational age at birth (weeks), Mothers pre-pregnancy weight (lbs)

h. Predictors: (Constant), Smoker, Gestational age at birth (weeks), Mothers pre-pregnancy weight {Ibs)

The R squared change test tests whether removing the least significant variable has made a significant
change to the R squared value. Removing height has not made a significant difference.
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Logistic regression

Logistic regression is the same as standard regression but the outcome variable is binary and leads to a
model which can be used to predict the probability of an event happening for an individual.

The key variables of interest are:
Dependent variable: Whether a passenger survived or not (survival is indicated by survived = 1).

Possible explanatory variables: Country of residence, age, gender (recode so that sex = 1 for females and 0
for males), class (pclass = 1, 2 or 3)

Firstly, a model with just country of residence as an independent and survival as the dependent will be run.
In SPSS, use ANALYZE ¢ Regression ¢ Binary logistic

When interpreting SPSS output for logistic regression, it is easier if binary variables are coded as 0 and 1.
Also, categorical variables with three or more categories need to be recoded as dummy variables with 0/ 1
outcomes e.g. class needs to appear as two variables 1*/ not 1% with 1 = yes and 2"/ not 2™ with 1 = yes.
Luckily SPSS does this for you! When adding a categorical variable to the list of covariates, click on the
Categorical button and move all categorical variables to the right hand box.

4 Logistic Regression ~ U2 Logistic Regression: Define Categorical Variables L]
Dependent: -; Covariates: Cat | C tes:
= = ategonca\___ L 5 tegorical Lovanates:
ib Class [pclass] [4] % &) sunvived | Residence(Indicator)
&5 Country of res.__ Block 1 of 1 =
a Name of pass__ Next
#a Gender [sex] = -S t
& age Covariates: 2 |
&5 Number of sib__ Residence
& Number of par...
&4 Ticket number...
& Price of ticket .. B e s
P
@a cabin | ;
&b embarked 3 | Contrast: Indicator  ~ || Change
&4 boat Wethod" | Enter b4 | Reference Category: ® Last @ First
ii?i body Selection Variable: | -
&4 home dest l:l [Commue][ Cancel ][ Help ]
& Gender &

The following table in the output shows the coding of the categorical variables.

Categorical Variables Codings

Farameter coding
Frequency (1 (2
Country of residence  America 258 1.000 .000
Eritain 302 .o0o 1.000
Other 749 .00o .000

Interpretation of the output
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The output is split into two sections, block 0 and block 1. Block 0 assesses the usefulness of having a null
model, which is a model with no explanatory variables. The ‘variables in the equation’ table only includes a
constant so each person has the same chance of survival.

SPSS calculates the probability of survival for each individual using the block model. If the probability of
survival is 0.5 or more it will predict survival (as survival = 1) and death if the probability is less than 0.5. As
more people died than survived, the probability of survival is 0.382 and therefore everyone is predicted as
dying (coded as 0). As 61.8% of people were correctly classified, classification from the null model is 61.8%
accurate. The addition of explanatory variables should increase the percentage of correct classification
significantly if the model is good.

Block 0: Beginning Block

Classification Table® ®

Predicted

survived
Percentage
Observed Died Survived Correct
Step0 survived Died 809 0 100.0
Survived 500 0 .0
Overall Percentage 61.8

a. Constantis included in the model.
b. The cut value is .500

Block 1: Method = Enter
Block 1 shows the results after the addition of the explanatory variables selected.

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1  Step 43.765 2 .000
Block 43.765 2 .000
Model 43.765 2 .000

The Omnibus Tests of Model Coefficients table gives the result of the Likelihood Ratio (LR) test which
indicates whether the inclusion of this block of variables contributes significantly to model fit. A p-value
(sig) of less than 0.05 for block means that the block 1 model is a significant improvement over the block 0
model. Adding Country of residence has therefore made a significant improvement to the model.

Model Summary

-2 Log Cox & 5nellR Magelkerke R
Step likelihood Square Square
1 1697.260% 033 045

a. Estimation terminated at iteration number 3 hecause
parameter estimates changed by less than .001.

In standard regression, the coefficient of determination (R?) value gives an indication of how much
variation in y is explained by the model. This cannot be calculated for logistic regression but the ‘Model
Summary’ table gives the values for two pseudo R? values which attempt to measure something similar.
From the table above, using the Nagelkerke R’ we can sort of conclude that about 4.5% of the “variation in
survival can be explained by the model in block 1”.
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The classification table shows that the correct classification rate has increased from 61.8% to 64.2%.

Finally, the ‘Variables in the Equation’ table summarises the importance of the explanatory variables
individually whilst controlling for the other explanatory variables.

Variables in the Equation

B SE Wald df Sig. Exp(E)

Step1*  Residence 43.250 2 .000
Residence(1) 887 147 36.338 1 000 2.428
Residence(2) -128 146 748 1 el .|8a2
Constant -.638 077 68.878 1 .000 529

a. Variable(s) entered on step 1: Residence.

The Wald test is used to test the hypothesis that each. In the ‘Sig’ column, the p-value for Residence (1),
which is America, is significant but the p-value for Residence (2) is not. When interpreting the differences,
look at the column which represents the odds ratio for the individual variable. The odds of an American
surviving were 2.428 times higher than for those in the “other” (i.e. not America or Britain) group.

Note: If the student needs Confidence Intervals for the odds ratios, request them through the ‘Options’.
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